Abstract

This article presents a cryptosystem encryption of digital images, efficient and secure. All the complexity of the encryption process rests on the improved chaotic dynamics of the Rössler hyperchaotic map. The algorithm implemented follows the principles of Kerckhoffs and Shannon of cryptography. From the results obtained experimentally and its security analysis, is shown that the proposed method is strong and safe. The proposed cryptographic scheme is simple, with high levels of security and of easy physical implementation, which together with the large key space that contains, makes it potentially attractive for applications in private communication systems.
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1. Introduction

In recent years, owing to frequent flow of digital images across the world over the public transmission media, it has become essential to secure them from leakages. During the last decade, numerous encryption algorithms have been proposed in the literature on different principles. Among them, chaos based encryption technique are considered good for practical use. Chaotic signals have apparently stochastic behavior and are characterized by a high bandwidth in the frequency spectrum. M.S. Baptista [1] has used chaotic signals to encrypt information, in order to transmit secret messages safely. Chaos and cryptography have some properties in common; the most important is the sensitivity to small changes in initial conditions. G. Giuseppe et al. [2] and L. Kocarev et al. [3] have used the chaos in the cryptosystem design. The common characteristic of secure communications schemes based on chaos is that they employ a chaotic signals to transmit confidential information.

The cryptographic schemes based on chaos that have been reported in recent years are many and varied [4]-[22]. Although many strategies and methods to develop efficient algorithms have been explored and despite the interest and effort in the subject, the security to transmit confidential information through a public channel remain the most important problem to solve.

This paper present a cryptosystem of digital images of simple structure. This is achieved thanks that the essence of the encryption process is based only on the improved chaotic dynamics of the Rössler hyperchaotic system [23]. Because of the complexity manifested by the improved chaotic system, it is not necessary
any other operation or manipulation of information to be encrypted, which makes the proposed algorithm be simple and the same time efficient. The security and performance of the hyperchaotic encryption technique proposed is evaluated, using the most common methods of security analysis:  a) **Statistical analysis:** it is obtained the image histograms of each stage of the encryption process, b) **Correlation analysis of pixels:** it is obtained the scatter plots between adjacent pixels (diagonal, vertical and horizontal), evaluating their correlation coefficients. c) **Differential attack:** it evaluates the Number of Pixels Change Rate (NPCR) and the Unified Average Changing Intensity (UACI), and d) **Information entropy:** the value $H(s)$ is calculated. From the results obtained, it is suggested that this technique of the digital image hyperchaotic encryption is robust, safe and easy to implement, which together with a large key space that contains, make it highly viable to application over safe image communication systems.

The organization of this work is the following: **Section 2** presents a brief description of the improved hyperchaotic Rössler map and the proposed encryption algorithm. **Section 3** shows a description of the techniques of security analysis. **Section 4** presents the results obtained with the security and speed analysis. Finally, **Section 5** presents the conclusions of this work.

### 2. Proposed encryption algorithm

#### 2.1. Improved Rössler hyperchaotic map

We propose the following improved hyperchaotic map described by Eqs. (1), and inspired by the Rössler hyperchaotic map [23].

\[
\begin{align*}
    x_1(k+1) &= C(\alpha x_1(k)(1-x_1(k)) - \beta (x_3 + \gamma)(1-2x_2(k))) \mod 1, \\
    x_2(k+1) &= C(\delta x_2(k)(1-x_2(k)) + \zeta x_3(k)) \mod 1, \\
    x_3(k+1) &= C(\eta (x_3(k) + \gamma)(1-2x_2(k)) - 1)(1-\theta x_1(k)) \mod 1,
\end{align*}
\]

(1)

where $\alpha = 5$, $\beta = 1$, $\gamma = 3$, $\delta = 7$, $\zeta = 8$, $\eta = 5$, $\theta = 6$ and $C = 1 \times 10^7$. The initial conditions used are: $x_1(0) = 0.1$, $x_2(0) = 0.15$ and $x_3(0) = 0.01$. Figs. 1(a) (top) and 1(b) (bottom) shows the frequencies spectrums of the states $x_1, x_2$ and $x_3$ of the original and improved Rössler system, respectively. For the original map Fig. 1(a), shows that the states $x_1$ and $x_2$ have very similar spectral components and that frequencies above 30 KHz are wider, whereas the state $x_3$ contains small amplitude spectral components. Furthermore, as can be see in Fig. 1(b) the improving effect of the spectral behavior of the three original states $x_1, x_2$ and $x_3$, which present uniform and continuous potency values [24]. Under these conditions the improved hyperchaotic system exhibits an almost random behavior, similar to noise signals, which is highly beneficial to the process of information encryption.

**Fig. 2a** presents the strange attractor generated by the original Rössler hyperchaotic map, and Fig. 2b) presents the strange attractor produced by the improved Rössler hyperchaotic map proposed in this paper. It can be seen in the improved attractor that the points are scattered throughout the 3D space, which is very desirable in all cryptosystems, due to the wide scattering with random appearance.

A more global perspective of the original map behavior and the Rössler improved map defined by Eqs. (1), is evident from their bifurcation diagrams. For example, Fig. 3(a) correspond to the bifurcation diagram of the Rössler hyperchaotic map [24] where $0 \leq \alpha \leq 4$, $\beta = 0.05$, $\gamma = 0.35$, $\delta = 3.78$, $\zeta = 0.2$, $\eta = 0.1$ and $\theta = 19$. It is noted that for $3.5 \leq \alpha \leq 3.9$ the map exhibits its hyperchaotic dynamics, however, when $\alpha > 3.9$ the map becomes unstable.

**Fig. 3b** corresponds to the bifurcation diagram of the improved Rössler map defined by Eqs. (1), for $0 \leq \alpha \leq 50$, $\beta = 1$, $\gamma = 3$, $\delta = 7$, $\zeta = 8$, $\eta = 5$, $\theta = 6$ and $C = 1 \times 10^7$. It is observed that there are more areas where for different values of $\alpha$, the map retains its hyperchaotic dynamics, without becoming unstable.

The corresponding values of the Lyapunov exponents of the system (1) evaluated are [24]: 0.008114, 0.006882 and 0.009371. This shown that the improved Rössler map is hyperchaotic [25].

#### 2.2. Encryption algorithm

Given the properties manifested by the improved Rössler hyperchaotic map described by Eqs. (1), and which become evident in Figs. (1b), (2b) and (3b), it is proposed the cryptosystem shown in Fig. 4. The proposed cryptosystem is simple, fast and efficient, since the complexity of the encryption process lies in the hyperchaotic nature of the carrier signal, which is generated to encrypt the information. Furthermore, the Rössler hyperchaotic map comprises 7 parameters: $\alpha, \beta, \gamma, \delta, \zeta, \eta, \theta$, and 3 initial conditions: $x_1(k), x_2(k), x_3(k)$, so that its key space is of $2^{524}$ [9, 10, 26], which makes it a robust enough cryptosystem against brute force attacks. Under these conditions, the proposed cryptosystem purses the Kerckhoffs and Shannon cryptography principles: the security system must lie in the security of the key, supposing already known the rest of the parameters of the cryptosystem [27]-[29].

Referring to Fig. 4, the cryptosystem requires two inputs, the first is the image to encrypt “Lena” and the
second is the encryption key \((\alpha, \beta, \gamma, \delta, \xi, \eta, \theta, x_1, x_2\) and \(x_3\)). The original image is a matrix of numbers \((a_{ij})\), with \(i = 1, \ldots, m\) and \(j = 1, \ldots, n\), that is changed to a column vector \((a_{l})\), with \(l = m \times n\). Each number correspond to the gray level of each pixel image. Once the encryption key is known the hyperchaotic sequences are generated from the improved Rössler hyperchaotic map, Eqs. (1). An adjustment is made to the obtained hyperchaotic sequences, which involve a change of scale to obtain integers numbers of 8 bits. This is obtained from the operation \(x_{\text{im}}(k) = C \times x_i(k) \mod 255\), with \(C = 1 \times 10^7\) and \(i = 1, 2, 3\), i.e., we can use any state how hyperchaotic sequence. Finally the XOR operation is performed with the output \(x_{\text{im}}(k)\) and each pixel of the image \((a_{l})\), thereby obtained the cryptogram of the original image. Finally, the cryptogram can be send by public channel like internet.

### 2.3. Decryption algorithm

Fig. 5 shown the decryption diagram proposed.Basically it is the reverse of the encryption process (Fig. 4). The cryptogram is received by some channel public, for example the internet and the key used for encryption is typed (the same initial conditions and parameters), XOR operation is performed between the cryptogram and improved chaotic sequence. Finally we get the original image.
Figure 4. Block diagram of the hyperchaotic encrypter.

Figure 5. Block diagram of the hyperchaotic decrypter.
where the average value of gray levels of the image under analysis.

Unified average changing intensity (UACI) [4, 19, 22]

Measures the average intensity of the difference between the two encrypted images (C1 and C2), using the expression:

\[
UACI = \frac{1}{W \times H} \sum_{i,j} \left| \frac{C_1(i,j) - C_2(i,j)}{255} \right| \times 100\%.
\]  

where C1, C2, W and H have the same meaning as in Eq. (6).

3.2. Information entropy

In 1949, Claude E. Shannon [28, 29] introduced the mathematical foundations of Theory of the Information applied to communication and data storage. The information entropy is an approach that shows the randomness of the data. It can be used to assess the security of the encryption [22]. To calculate the entropy \(H(s)\) [6, 7, 16], of a source (s), we have that

\[
H(s) = \sum_{i=0}^{2^N} P(s_i) \cdot \log_2 \left( \frac{1}{P(s_i)} \right),
\]

where \(P(s_i)\) represents the probability of the symbol \(s_i\). For a purely random source that emitting \(2^N\) symbols with equal probability, after evaluating the Eq. (8), we have an entropy \(H(s) = N\), in this case, for images with pixels completely random in the scale of 8-bit gray, its entropy \(H(s) = 8\) bits. When the images are encrypted, their entropy should ideally be 8. When a cryptosystem emits symbols (cryptograms) with entropy less than 8, this encryptor has certain degree of predictability, so that its security is at risk [7].

Figure 3. Graph of bifurcation in \(a\) of the Rössler hyperchaotic map: a) original Rössler hyperchaotic map, b) improved Rössler hyperchaotic map.
4. Results of the security analysis

4.1. Statistical analysis

4.1.1. Statistical histogram

Fig. 6a) shows the original image “Lena” and at the bottom shows the corresponding histogram. Fig. 6b) shows the encrypted image using the initial conditions as encryption key: \( x_1(0) = 0.10, x_2(0) = 0.15, x_3(0) = 0.01, \) in the lower part of Fig. 6b) is shown its corresponding histogram. It can be observed how the information is spread evenly among all shades of 0 to 255 in the gray scale. Under these conditions, we can say that the system is robust against attacks of statistical type. Fig. 6c) shows the recovered image in the receiver and its corresponding histogram in the bottom. It is observed that both, the recovered image and its histogram are equal to the original image.

Table 1. Correlation coefficients of two adjacent pixels in the original image of “Lena” and its corresponding encrypted image. Table 1 shows the values obtained.

<table>
<thead>
<tr>
<th>Pixels</th>
<th>Original image</th>
<th>Encrypted image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td>0.9249</td>
<td>-0.0100</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.9550</td>
<td>0.0305</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.9058</td>
<td>0.0278</td>
</tr>
</tbody>
</table>

4.1.2. Correlation analysis of adjacent pixels

In this section, we examine the correlation between two horizontally, vertically and diagonally adjacent pixels. We randomly select 2400 pairs of pixels \((x_i, y_i)\) of the image under analysis (original or encrypted) and with these pairs of adjacent pixels, the scatter plot is generated, i.e., the pixel \(x_i\) vs \(y_i\) is plotted. Then, the corresponding correlation coefficients \(r_{xy}\) are calculate, from the Eq. (2). By way of example, Figs. 7a) and 7b) show the distribution of correlation of two horizontally adjacent pixels of the original image “Lena” and the encrypted image, respectively. From Eq. (2), we obtain the corresponding correlation coefficients: 0.9249 and -0.0100.

Proceeding similarly, we obtain the correlation coefficients of two vertically and diagonally adjacent pixels for the original image “Lena” and its corresponding encrypted image. Table 1 shows the values obtained.

4.2. Differential attacks

To perform the analysis against differential attacks, we use very similar keys similar to encrypt the original image of “Lena”. We use as a first encryption key the values of: \( x_1(0) = 0.10, x_2(0) = 0.15 \) and \( x_3(0) = 0.01 \), obtaining the cryptogram \( S_1 \). The following key used is: \( x_1(0) = 0.10 + 1 \times 10^{-10}, x_2(0) = 0.15 \) and \( x_3(0) = 0.01 \), obtaining the cryptogram \( S_2 \). The difference between the keys used is \( 1 \times 10^{-10} \) for \( x_1(0) \). Using Eqs. (6) and (7), we obtain: \( NPCR = 99.5758\% \) and \( UACI = 33.4820\% \). These result show that the algorithm is strong against differential attacks, because the NPCR is approximate to the ideal value of 100%. All our numerical calculus is based in to standard IEEE std 754 [26].
4.3. Information entropy

To evaluate the information entropy of the hyperchaotic encryption algorithm used in this paper, we use the Eq. (8). First, we calculated the probability of occurrence of each symbol (pixel), this is with the aid of the histogram of the cryptogram (Fig. 6). In the case of the cryptogram obtained with the encryption key $x_1(0) = 0.10$, $x_2(0) = 0.15$ and $x_3(0) = 0.01$, the calculated entropy is $H(s_i) = 7.9984$ very close to the ideal value to $H(s) = 8.0$ bits.

4.4. Speed performance

In this section, we present the analysis processing velocity of proposed encryption algorithm. The encryption speed of images (Lena) with different sizes by using the proposed scheme is shows in Table 2, that are obtained by specific commands of programming. The computer used in this test is 2.8 GHz Intel Core 2 Duo and 4 Gb 667 MHz. With such a speed, this cryptosystem encryption of digital images is efficient to be used for transmission through a public communication channel, where the encryption time should be short relative to the transmission time, like internet.

5. Conclusions

Based on the improvement of the hyperchaotic dynamics of the Rössler map posed in this paper, we proposed a cryptosystem with the following characteristics: i) it has a simple logical structure, ii) it is efficient in terms of the demanded computational resources, iii) results of very competitive security levels are obtained, iv) physical implementation is easy, and v) it has a large key space, so the algorithm implemented follows the principles of Kerckhoffs and Shannon of cryptography. Under these conditions, we can suggest the application of the proposed cryptosystem, in applications of digital images encryption to be transmitted through a public communication channel like internet, or more so, in private communications systems through the use of embedded devices.
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